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FORMULATION OF CUMULATIVE
INTERVALS AS A MEASURE OF

RELIABILITY FOR THE ASSESSMENT
OF SAMPLE MEAN BEHAVIOUR

Peter O. Peter
Shanghai Jiao Tong University, School of Mathematical Sciences, Shanghai, China.

We propose a new measure of reliability, called the cumulative mean intervals, that assesses the mean behaviour
of a process by computing the probability that the cumulative sample mean will remain below its long-term sample
mean with a given tolerance over a period of time. We further derive a lower bound for the measure when the
underlying data is independent and identically distributed with a normal distribution. This deduction provides a
preliminary basis for parallel extensions to the two limiting case when we compute the probability that the sample
mean stays within a given distance from the true mean with no assumptions made on independence and normality.
KEYWORDS: cumulative mean, probability, reliability, intervals, sample mean.

1. INTRODUCTION
In this paper,wepresent a new measure called cumulative

mean intervals, that pro- duces more general information on
the evolution of the system’s mean performance compared to
the traditional confidence interval. We present a method for
calculating  the probability that the sample mean of a time
series stays below its true mean on    one side, with a given
tolerance overa given period of time, Wefurther consider the
long-term mean as the sample mean calculated after a long
period of time.  Given a  time seriesYi for i = 1,2,..., we define
the cumulative mean intervals (CMI) measure  for the one-
sided case as:

(1)

where µ is the true mean, k is some initial sample size, and δ
is a permissible tolerance. Wedistinguish the Cumulative Mean
Interval (CMI) from the Cumulative  Mean  Bounds (CMB)
discussed under [6]  which  is  the probability that the sample
mean  stays within a given absolute distance δ fromµon both
sides.  In this paper, we derive CMI for a large sample size
m:

(2)

We evaluuate the expression in (2) by structuring
a time series od data as a stan- dardized which under
some conditions converges to a Brownian Bridge in
the limit. When the data is i.i.d. normal, we will show
that the points of a standardized time series have the
same joint distribution as the same time points of a
standard Brow- nian bridge. We leverage boundary-
crossing probabilities of Brownian Bridges to derive a
lower bound for the values of CMI defined above. The
lower bound only occurs because we use a continuous
Brownian brigde process for the required calcu-
lations,rather than discrete realizations of a standardized
time series. The proposed technique is formulated in a
spirit similar and motivated by mean bounds discussed
under [6].

The layout of this report is as follows; Section 2
provides background on standardized time series and



25Volume - 7,  Issue- 4,  April  2019 www.eprawisdom.com

derives the joint distribution of points in a standardized
time series when the data are i.i.d. normal. We construct
the measure CMI in section 3 and section 4 provides a
proof of the main result for the derivation of CMI.
Section 5 presents our conclusions.

2. PRELIMINARIES
In this section, we establish the background needed

to derive CMI. The work of [5] establishes the quality
of this bound and derives the limiting case in (1). The
method of standardized time series was introduced in
[4] to develop interval estimators for the mean µ using
dataY

1
, ...., Ym. We assume a known value of the variance

ó2, for which straight forward estimators exist under
i.i.d. normal case. A standardized time series is defined
in [4] as;

(3)
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3.Cumulative Mean Intervals
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4.Proof of Theorem 3.1
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To prove the second part of the theorem regarding
the probability that the sample average stays below
µ, with tolerance δ, we can establish how the results
holds by taking the limit in m. The detailes are
outside the scope of this report and are further
discussed under [5].

5.CONCLUSION
In this article, we have developed the CMI as a

measure of reliability to calculate the probability that
the cumulative sample mean stays below its long-term
sample mean Y¯m, with allowed tolerance ä, after an
initial sample size k. We rely on properties of
standardized time series to perform this calculation.
This measure can be used as an alternative to confidence
intervals to evaluate the mean performance over time of
a system. Additionally, it can be used as quality control
measure to estimate the probability that the sample
mean will go above a given control limit. Parallel work
develops the two-sided case, with fewer restrictions on
the data, and allows for further applications.
Multidimensional applications have been developed
based on the results derived under [2].
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