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ABSTRACT 
Banknote classification is a fundamental component of financial system architecture. Recognition as well as verifying the 

integrity of banknotes is extremely important for secure transactions at financial institutions. A highly precise multi-

classification model can be created using deep learning along with an extensive image dataset of these currency notes featuring 

them in a myriad of conditions. In addition to providing accuracy, this would also assist reduce the amount of manual 

intervention required, which would result in greater employee efficiency. This study involves the implementation of transfer 

learning on a publicly available image dataset of Indian and Thai banknotes. The results of the study will help create an 

automatic banknote identification and integrity verification layer in the transaction system architecture of financial institutions. 
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INTRODUCTION 
In a financial institution, withdrawals and deposits of cash are 

constantly and simultaneously occurring through ATMs 

(Automated Teller Machines). The validation layer in the 

transaction architecture of this machine is used to identify the 

banknotes as well as verify their integrity through the use of 

multiple parameters. The validator uses dimension, color and 

banknote identifiers and symbols to decipher the value of the 

note before carrying out the transaction. It scans the banknote 

in multiple spectrums (i.e. visible, magnetic, IR, UV). It 

employs magnetic sensors to detect the presence of magnetic 

ink. The validator maintains an electronic template of the 

banknote which includes any pictures or symbols and their 

multiple parameters such as size, brightness, contrast etc. 

 

The steps performed by the validator to identify and validate 

banknote integrity have been carefully considered and 

incorporated within the architecture of the transaction system 

of the ATMs since they were pioneered. Despite the fact that 

significant effort and fine tuning was involved In taking and 

applying these measures for secure transactions there come 

circumstances when human intervention becomes necessary. 

Banknotes are constantly being folded and shoved into wallets 

and pockets which degrade the quality of the notes, especially 

in a country like India where the banknotes are entirely made 

of cotton, which is prone to tearing and staining. Banknotes 

with stains or tears are not accepted by ATMs since the ATM 

cannot verify the integrity of the note due to the modified 

parameters of the note. A slight fold in the corner of a note will 

often not be accepted by an ATM. 

 

Using deep learning to overcome these problems could increase 

the competency of the ATMs while reducing the amount of 

human intervention required. The ATMs would be able to 

recognize notes with greater precision even in difficult 

conditions. The banknote can be validated through deep 

learning in special circumstances where a damaged note is 

being returned. Computer vision can be used to obtain the code 

printed on the currency and a pre-trained model trained on a 

vast database of banknote images can be used to verify the 

validity of the of the other parameters of the note. The currently 

active validator of the ATM can be used to match as many 

parameters as possible on the banknote. All these methods 

working In synergy could enable the ATM to perform an 

extremely wide range of tasks. Improving the ATM’s 

capabilities would enable financial institutions to offer their 

customers a variety of services on their fingertips which would 

simultaneously increase the efficiency of the organization as a 

whole. 

 

Our Study. In this work, we study the usage of transfer learning 

to facilitate a highly precise validation layer to be incorporated 

into an ATM’s validator. The ResNet50 architecture has been 

used with ImageNet weights. As the dataset Is small, using 

transfer learning was key to obtain a high accuracy while 

maintaining an efficient model as the model already holds some 

knowledge due to the pre-training. The dataset also requires 

custom tuning of the model with a lower learning rate as it is 

essential to carefully traverse through the dataset and to obtain 

high precision. Using a pre-trained model with custom 

refinements in accordance with the dataset was beneficial as it 
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it helped the model converge in less epochs compared to a 

manually trained convolutional neural network. 

 

The goal of this paper is to provide insight on the involvement 

of deep learning in the validation architecture of ATMs. 

 

RELATED WORK 
ResNets can be used to overcome the vanishing gradient 

problem during the training of very deep convolutional 

networks [1]. Wide residual networks, which use wider 

convolutional layers to improve performance. Wider networks 

can achieve comparable or even better accuracy than deeper 

networks while requiring fewer parameters. [3] 

 

K. Patil et al. [2] proposed the capturing of images in different 

lighting conditions as well as physical conditions of the objects. 

This would create an optimal dataset for both training and 

validation of models. 

 

Transferring of features from pre-trained models as well as fine 

tuning the neural networks can lead to high accuracy even with 

limited target domain data [4]. Parallels have been drawn 

between human and computer learning regarding knowledge 

transfer from previous situations to facilitate learning in related 

tasks [5]. 

 

METHODOLOGY 
Data set 

The following factors make the development of a banknote 

dataset extremely important: First, accurate banknote 

recognition is a task that automated teller machines and 

currency recognition machines must complete; second, it is 

necessary to develop a system that can determine whether a 

banknote is genuine; and third, visually impaired individuals 

frequently struggle with banknote recognition. 

 

The dataset consists of Indian and Thai banknotes. The Indian 

banknotes are classified into ten classes. The Thai banknotes 

are classified into five classes. Though pictures have been taken 

in a variety of light conditions and physical conditions, the 

pictures feature shadows, bright lights and cluttered 

environment. Additionally, pictures of partially folded and 

stained banknotes are used. These conditions are instrumental 

for the training of an accurate model. 

 

Model 

Transfer learning leverages pre-trained models to provide high 

accuracy and efficiency models. ResNet50 when used as a pre-

trained model provides a high accuracy without manual 

adjustments. One of the key innovations of ResNet50 is the use 

of residual blocks. These blocks address the challenge of 

training very deep neural networks by mitigating the vanishing 

gradient problem, which can hinder the learning process. The 

residual blocks introduce skip connections, that enable the 

direct flow of information across layers.The skip connections 

in ResNet50 allow the network to learn residual mappings, 

capturing the difference or residual between the desired output 

and the current representation. By propagating the residual 

information, the network can effectively tackle the degradation 

problem that arises with deeper networks, where adding more 

layers leads to reduced accuracy. 
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On training the model with no custom tuning an accuracy of 

about 85% was obtained. An accuracy significantly higher is 

required to make the model fit for financial institutions. 

Stochastic gradient descent is used to optimize the path to the 

global minima .Extreme fine tuning of the model is required to 

get a desired output. Decreasing the learning ratite the order of 

10-3, setting the decay to the order of 10-6, and setting the 

momentum to 0.9 helped traverse the dataset with precision. 

Nesterov momentum is used to smooth out oscillations and for 

acceleration near convergence. 

 

 

Section of the ResNet50 model with the skip connection 
highlighted 
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 Libraries Used 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Visualization of accuracy obtained on using ResNet50 
without custom tuning 

 

Visualization of loss using ResNet50 without custom 
tuning 

 

Visualization of accuracy obtained on using ResNet50 
with custom tuning 

 

Visualization of loss using ResNet50 with custom 
tuning 
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Why ResNet was chosen 

Compared to other available pre-trained models, ResNet has a 

deeper architecture enabling it to learn intricate details and 

patterns within the images. Even though the network is deep, 

the usage of residual blocks and skip connections enable the 

model to overcome the vanishing gradient problem. It allows 

the gradients to flow directly from earlier layers to later layers 

without any transformation. This helps the model adapt better 

to complex datasets. 

 

The skip connections also provide shorter paths for the flow of 

information between layers. This leads to a reduction in the 

number of parameters. ResNet is more efficient in terms of 

memory usage and computational resources while providing an 

extremely high accuracy compared to other pre-trained models. 

 

CONCLUSION 
Image classification using the ResNet architecture has proven 

to be a powerful and effective approach for various computer 

vision tasks. The deep residual networks have addressed the 

challenge of training deep neural networks by introducing skip 

connections that enable the network to learn residual mappings 

effectively. This architectural design has allowed ResNet to 

achieve remarkable precision and also outperforms other 

models significantly on benchmark datasets. ResNet has 

exhibited strong generalization capabilities, making it robust to 

noise, occlusions, and variations in lighting conditions. 

 

Employing ResNet with small datasets has demonstrated its 

potential to address the challenges of limited data availability 

in image classification tasks. The ResNet architecture, with its 

deep residual networks, has showcased the ability to learn 

complex representations even with a reduced number of 

training samples. Fine-tuning the model to adapt to a smaller 

dataset worked exceptionally well with the ResNet architecture, 

resulting in high accuracy. 
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