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ABSTRACT 
The uncertainty of stock pricing has popularized stock market prediction as a common practice. Forecasting prices in the market are 
viewed as problematic, as the hypothesis of efficient markets (EMH) explains. According to the EMH, all accessible information is 
represented in market prices, and price variations are only the consequence of newly available information. The approach to 
prediction forecasts the market as either positive or negative based on a variety of input parameters. A combination of derived, 
fundamental, and pure technical data is utilized in stock forecasts to project future stock prices. Algorithms for machine learning 
(ML) are made to find patterns in data and utilize those patterns to forecast future events. K Nearest Neighbour (KNN) can process 
relationships between the numerical data, it is particularly effective in numerical prediction problems for predicting changes in 
stock value the following day. KNN categorizes freshly input data according to how similar it is to previously taught data, and it 
does this by clustering the data into coherence subsets or clusters. Using the KNN approach in conjunction with technical analysis, 
the closest neighbour search strategy yielded the desired outcome. 
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I. INTRODUCTION 

Financial data is thought to be difficult to anticipate or predict, 

which is why many firms are interested in researching stock 

market predictions. The EMH is seen as filling the disconnect 

between financial knowledge and the world of finance. 

According to the EMH, stocks are never out of balance and 

make it hard for innovators to make predictions. Moreover, it 

has been confirmed that share prices do not follow a random 

walk, and further data is needed to make accurate stock 

predictions. Apart from buying and selling shares and stocks in 

the market, every stock has additional characteristics besides 

price, such as closing price, which is the most crucial factor in 

predicting a particular stock's price the next day. Every factor 

that influences stock movements over time has a link and 

exhibits certain behavior. Predicting stock prices has taken into 

account a variety of economic elements, including political 

stability and other unforeseen events. 

 

The fundamental data depicts the company's operations and the 

state of the market, the pure technical data is based on historical 

stock data [1]. We believe that by combining this data about a 

business with its shares, we ought to be able to forecast the 

stock's future price [2]. A data set can be divided into a training 

and a testing set for classification techniques that use 

ML algorithms. KNN compares a given test object with its 

training set of data using similarity measures. A record with n 

characteristics is represented by each data object. KNN chooses 

k training data set records that are most similar to the unknown 

records to forecast a class label for the unknown records. ML 

enhances prediction by learning from historical data, 

identifying patterns, and applying this knowledge to new data. 

 

The rest of the article is planned as follows; section 2 will 

represent the review of some literature that has already been 

published on using KNN for stock prediction, section 3 will 

describe the research procedure used and analysis that was 

conducted, section 4 will show the description of the data used 

and the results we obtained, and finally the conclusion is seen 

in section 6 

 

II.  LITERATURE REVIEW 
Based on previous stock data, EMH theories state that the future 

stock price is unpredictable. When fresh data enters the system, 

the imbalanced stock is detected right away and swiftly 

removed with the appropriate price adjustment [3]. To predict 

the stock price in a semi-strong EMH, all available information 

is employed along with past data. The stock price is predicted 

using all available data in the strong EMH, including historical 

data as well as both public and private data like insider 

knowledge. However, the random walk theory contends that 

stock prices are independent of historical stock performance 

[4]. 

 

The author of the study [5] tried different lookback periods in 

their model to forecast future stock value and get more accurate 

predictions. Additionally, they have employed a variety of 

algorithms, including GRU and LSTM [6]. Using stock data 

from two well-known banks listed on the Nepal Stock 

Exchange (NEPSE), they discovered that GRU outperforms the 

other two models in terms of accuracy [7]. They have 

determined that a look-back time of five to fifteen provides 

findings that are significantly closer to the real value based on 

their examination of look-back periods.  
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Searches for the optimal method among a set of algorithms in 

its library are carried out using the Fast Library for 

Approximate Nearest Neighbours (FLANN). Time series 

analysis is a widely used method because the stock market is a 

very time-dependent industry with minute-by-minute price 

fluctuations. The ARIMA (Auto Regressive Integrated Moving 

Average) model, which was projected by [8], is a widely used 

technique for time-series modeling. However, because it is a 

linear model, it is not suitable for stock market prediction 

because it cannot account for the fluctuations in the data set 

caused by high market volatility.  

 

The method of linear regression is classified as supervised 

learning in ML [9]. It predicts values well inside the range 

rather than categories; it creates a linear relationship among the 

dependent and independent variables; it is not very effective 

with non-linear data sets because of outliers; researchers have 

used this algorithm to predict stock market values and found 

that, when applied to daily stock values, there are significant 

issues that need to be addressed [10]. Information from the 

internet and economic news sources may have an impact on 

investor behavior, and stock movements may be predicted 

using ML algorithms [11-12]. The data sets are subjected to 

feature selection and spam tweet reduction to enhance 

prediction performance and quality.  

 

An extensive investigation of the fundamental link between 

macroeconomic conditions and the KSE market has been 

conducted by the study reported in. Likewise, studies, such as 

[13], have shown that a person's mood is a major factor in their 

decision-making. If social media is used to gauge public 

sentiment, this may also be used to forecast how people would 

vote over whether to participate in the market and, 

consequently, how the market will perform. 

 

Blockchain technology is being used by stock markets all 

around the world to transact business quickly. A portion of the 

nation is still getting ready to employ blockchain technology. 

The tracking of securities lending, margin financing, and 

system risk monitoring are all greatly enhanced by this 

technology [14]. Many banks and other financial institutions 

are devoting time and resources to this technology to enhance 

their offerings and give their customers safe and secure spaces. 

NASDAQ, Deutsche Bank, and DBS are a few well-known 

banks and financial organizations that have used blockchain 

technology [15]. 

 

III. METHODOLOGY 
KNN is a straightforward and widely used ML technique 

primarily used for classification and regression tasks [16]. It 

works on the similarity principle, which holds that comparable 

occurrences will probably have similar results.  KNN is a type 

of instance-based learning, meaning it does not construct an 

explicit model but instead memorizes the training dataset. 

When a prediction is needed for a new instance, the algorithm 

finds the K training examples closest in distance to the new 

instance. The closeness of instances is typically measured using 

distance metrics [17]. KNN averages the values of the K nearest 

neighbors to forecast the value for the new instance in 

regression problems. 

 

KNN is a regression technique that forecasts a new data point's 

result by averaging the values of its K nearest neighbors [18]. 

This makes KNN regression effective and easy to understand. 

KNN regression doesn't assume any underlying data 

distribution. It directly uses the training data to make 

predictions [19]. The parameter K plays a crucial role in the 

algorithm's performance. A small K can lead to high variance 

(overfitting), while a large K can introduce high bias. However, 

its performance is highly dependent on the choice of K and the 

distance metric, and it can be computationally expensive.  

 

Advantages of KNN Regression 

• Simplicity: Easy to implement and understand. 

• Flexibility: Can model complex relationships without 

requiring a parametric model. 

• Adaptability: Suitable for various types of data, given 

an appropriate distance metric and K value. 

Predicting stock prices is a complex task that can be approached 

using KNN regression. KNN can be applied to this task using 

Python and the scikit-learn library. The steps are mentioned in 

below table 1. 

Table 1: Execution steps 

Step 1:   Import Libraries: Essential libraries for data manipulation, modeling, and evaluation. 

Step 2: Load and Preprocess the Data: Read the dataset, select features, and split the data into training 

and testing sets. 

Step 3: Apply KNN Regression: Initialize the KNN regressor, train it on the training data, and predict 

the test data. 

Step 4: Evaluate the Model: Calculate the mean squared error to assess model performance and 

optionally visualize the results 

Step 5: Optimize the Hyperparameters: Use grid search with cross-validation to find the optimal 

number of neighbors (K). 

 

IV. DATASET AND IMPLEMENTATION 
The NASDAQ stock exchange provided the sample data, which 

was taken from Yahoo Finance. Seven chosen firms that were 

listed on the NASDAQ stock exchange had their stock data 

included in the study sample. The NASDAQ-listed stocks are 

represented in Table 2. The period of the data sample is from 

Jan 1, 2011, to April 16, 2017, each of these companies has six 

attributes including Date, Opening and adjusted closing price, 

High, Low, and state change of the stock. Based on the KNN 

algorithm, the primary component influencing the forecast 

process for a particular stock is the closing price. The details 

about the data used in training and testing are mentioned in 

Table 3.
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Table 2: The Stocks used that are listed in NASDAQ 

Stock name Company 

AMTD TD Ameritrade 

AMZN Amazon.com Inc 

DIS The Walt Disney Company 

SBUX Starbux 

TWLO Twilio 

Yahoo In 

 

Yahoo In 

 

 

Table 3: Final result and accuracy 

Stock Data used Accuracy (in %) 

AMTD Train: 2538 Test: 1308 72.31 

AMZN Train: 2575 Test: 1271 74.18 

DIS Train: 2536 Test: 1310 67.29 

SBUX Train: 2576 Test: 1270 68.53 

TWLO Train: 138 Test: 64 65.27 

 

Fig 1 is the stock movement representation of AMTD and fig 2 

represents the predicted and actual trend in stock prices.  We 

have considered the stock representation for DIS in fig 3 and 

fig4 is the actual and predicted representation. 

 
 

Figure 1: Stock movement representation of AMTD 

 

 
 

Figure 2: The predicted and actual trend in stock prices for AMTD. 
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Figure 3: Stock movement representation of DIS 

 
Figure 4: The predicted and actual trend in stock prices for DIS. 

As depicted in the figures above, the prediction and the actual 

trend overlap in a lot of areas. The average accuracy of 70.236% 

is visible in the graphs. The fact that the actual and expected 

trends coincide indicates that the errors are quite tiny, meaning 

that the actual and predicted values are near to each other. This 

results in an excellent level of accuracy when utilizing the KNN 

to forecast the value of stocks. 

 

V. CONCLUSION 
The paper presents the results of a prediction technique applied 

to seven NASDAQ Stock Market-listed businesses. As a result, 

a solid model was created for the intended use with Yahoo 

Finance as the source of the data extraction. To conduct these 

tests on our training data sets, we used the prediction with, 

KNN using k=5. The findings were logical and understandable 

as KNN demonstrated high accuracy and stability. Furthermore, 

the outcomes of the predictions were quite close to the real 

values, based on data on actual stock prices. These logical 

outcomes for predictions using data mining techniques in 

practical situations suggest that decision-makers at different 

levels benefit from the usage of data mining techniques when 

employing KNN for statistical analysis of data. Therefore, we 

believe that KNN is a practical prediction model to use for stock 

forecasts. Moreover, this makes investments in the NASDAQ 

market less appealing, which would ultimately reduce the 

return on investment. The study also demonstrates how modern 

data mining methods provide the financial industry with 

insightful analysis of the stock market's predictions. 
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