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ABSTRACT 
 Can volumetric distributed denial-of-service (DDoS) streams be effectively dampened by software-based packet filters in an era when 

10 Gbps links are considered slow? The potential of LPM to enforce precise DDoS scrubbing policies seems to be underutilized in 

contemporary packet filtering data paths, as we argue in this paper that whitelist/blacklist LPM-based filtering can be made effective 

with commodity hardware. Because of its lockless architecture and small memory footprint of LPM structures, our suggested showcase 

data path has a healthy scaling potential and can evaluate multiple queries in large separate LPM databases for each forwarded 64-

byte packet while maintaining a 10 Gbps line rate on a single CPU core. We demonstrated how to send 64 million by using only six 

CPU cores. 

KEYWORDS: Firewalls, Network Security, Packet Lookup and Classification, Software Routers 

 
Internet service providers (ISPs) and datacenter operators are facing an increasing burden due to the proliferation of 

volumetric/flooding distributed denial-of-service (DDoS) attacks [1], which are still primarily IPv4-based and take advantage of the 

openness and simplicity of the Internet's addressing and routing architecture.  

 

General-purpose operating systems (OS) with legacy software firewalls were created when 100 Mbps and 1 Gbps were regarded as 

fast. Additionally, software data paths have changed to generalizations like OpenFlow [2],Nevertheless, the precise flow 

tracking/caching paradigm has many inherent architectural limitations [3].  

 

It is widely acknowledged that packet processing software data paths of non-essential functions need to be simplified and reduced, 

as evidenced by the widespread adoption of fast packet I/O frameworks that map NIC buffers straight into user space, like DPDK 

[4] or Net map [5] Within a running Linux kernel, eBPF/XDP [6], [7], are taking a fresh look at the idea of safely translating packet 

filtering programs from bytecode to native machine code (JIT) [8], making it more flexible. 

 

Only a small number of software data path proposals from the recent literature—both user space and XDP-based—have examined 

the advancements in longest prefix matching (LPM) documented over the previous ten years, which is an unexpected commonality. 

Rare exceptions, like the Kamuee router [10]. A suitable scheme should have compactly encoded lookup structures that can be 

searched using a straightforward and non-overly branchy process, Since branch prediction machinery and CPU out-of-order 

execution produce diminishing returns when working on essentially random data patterns, our main objective is to filter traffic based 

on queries across multiple large IP address datasets. It should ideally be adaptable enough to accommodate both more general subnet 

addressing and particular IP prefixes. Additionally, the scheme should function well with both more localized patterns typical of 

large botnets that transmit with legitimate source addresses and primarily random traffic patterns, which are characteristic of 

situations where attackers are successful at source address spoofing. Lastly, the plan shouldn't have structural restrictions that are 

too limited. 

 

II. EXISTING SYSTEM  
Distributed Denial-of-Service (DDoS) attacks are thwarted by Ternary Content-Addressable Memory, or TCAM.  

Ternary Content Addressable Memory (TCAM) is a type of memory that routers use to store routing rules and categorize packets in 

order to protect against DDoS attacks. 

DISADVANTAGES 

• Limited scalability: extensive DDoS attacks might not be supported by TCAMs. 

• Rule complexity: More TCAM entries might be needed for complex rules. 

• Dynamic IP address handling challenges: TCAMs have trouble managing dynamic IP addresses. 
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III. PROPOSED SYSTEM 
To swiftly isolate malicious traffic, the suggested system employs a "Careful DDoS Secluding with Quick LPM" technique. The 

system can quickly identify and stop DDoS attacks by using fast LPM to carry out high-speed packet filtering and pattern matching. 

By lowering the possibility of false positives and minimizing the impact on legitimate traffic, this solution aims to increase response 

times and accuracy. Our strategy seeks to offer a scalable and effective real-time DDoS detection and mitigation solution. 

 

ADVANTAGES 

• Filtering malicious packets quickly. 

• Follows for massive DDOS attacks.  

• provides a high degree of security for networks. 

 

IV. RELATED WORK 
For more than 20 years, the idea of dynamically recompilable data paths has been actively investigated; in 1999, a report on a BPF 

optimizer that was JIT compiled was published [8]. Recent improvements include eXpress Data Path (XDP) and extended BPF 

(eBPF), which were developed with an emphasis on quick packet processing and safe execution of potentially untrusted code in the 

Linux kernel. As a result, they place many restrictions on the code's structure to ensure that the kernel-level verifier finds it 

acceptable. 

 

A baseline packet dropping throughput of 24 Mpps on a single core was reported by Reference [7], who used a program that blindly 

dropped all packets without ever accessing their headers or updating any counters. This was more than twice what we were able to 

accomplish with XDP. However, the 7.3 Mpps we observed is more consistent with other recent XDP reports, such as [6], which 

vary between about 2.2 and 6.6 Mpps. 

 

Managing DDoS is the primary driving force behind many XDP-based proposals, which are primarily concerned with end host 

protection. Performance evaluations are absent from early reports like [26] and [27]. The trade-off between software and hardware 

for end host protection is examined in Reference [24]. Through the use of four CPU cores and hardware-assisted preprocessing on 

a Smart NIC with XDP running in software, their hybrid solution enables traffic to be dropped at rates of roughly 14 to 35 Mpps for 

1000 malicious IP addresses. The same is true for [25], who report packet dropping rates of up to 14.88 Mpps and support eBPF/XDP 

for end host DDoS protection in addition to a Smart NIC that offloads some processing. They don't, however, offer a performance 

assessment for a use case involving a middlebox firewall. 

 

The majority of the packet filtering proposals that were encountered, including those that were XDP-based, had one thing in 

common: they frequently ignored the possibility of utilizing large LPM. 

 

Datasets for creating novel methods of DDoS scrubbing. A single-core throughput of 3.4 Mpps was observed with XDP when 

Reference [7] exercised a single LPM database with 752,138 distinct routes and only 4,000 random IPv4 addresses. This is much 

less than RFPF with multiple LPM datasets and streams of fully randomized IPv4 addresses, and hardly enough to forward regular 

traffic at 10 Gbps. Notably, [29] suggests a method for DDoS dampening that is comparable to ours: a user space datapath that uses 

a sizable LPM dataset for DIR-24-8 [9] based blacklisting and DPDK for packet I/O. 

 

P4 [31], a datapath description language, is a more generalized development for specifying packet data paths that can be compiled 

for both hardware and software. Although software firewalls like [32] can be built with it, they are still unable to achieve the 

throughput levels necessary to handle actual DDoS situations. 

 

V. METHODOLOGIES 
 MODULES NAME 

   1. User 

   2. Admin 

   3. DDos Detection 

 

MODULES EXPLANATION AND DIAGRAM  

➢ USER 

We create the project's windows in this module. All users can securely log in using these windows. Users must enter their username 

and password in order to connect to the server; only then can they do so. The user can log in to the server directly if they have 

already left; if not, they must register their information, including their username, password, and email address. To maintain the 

upload and download rate, the server will create an account for every user. The user ID will be set to the name. Usually, logging in 

allows you to access a particular page.  
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➢ ADMIN 

The first module where users can register and log in is this one. Once the user has logged in, they can search the files by name. A 

request can also be sent to the server by a data user. After the server approves the request, the user can obtain the owner's permissions 

and download the file in plain text. 

 

➢ DDOS DETECTION 

When dealing with DDoS traffic, a filtering datapath's job is to swiftly transfer packets from one interface to another after classifying 

them and taking the necessary action, all the while maintaining basic operating statistics. Diverting manageable volumes of samples 

to a different packet processor for in-depth analysis is another example of a secondary function. If an attack occurs, an external tool, 

like a DDoS detection system, may create filtering rulesets using the sampled packets and traffic statistics that were gathered. 

 

VI. SYSTEM ARCHITECTURE 
 

 
In this project data owner has a register all details and then login. the module addresses the challenge of DDoS (Distributed Denial 

of Service) attacks. It outlines the need for a filtering datapath that efficiently moves packets between interfaces while classifying 

them and applying necessary actions. This system will also collect basic operating statistics and may divert a manageable number 

of packets for detailed analysis by an external DDoS detection tool. This tool can utilize the sampled packets and traffic statistics to 

create filtering rules in the event of an attack, ensuring the server remains secure and operational. 

 

VII. RESULT 
The range of modern DDoS firefighting techniques includes filtering in end hosts before packets enter the network stack, which is 

where a large portion of the current XDP-based development is happening, and using BGP to blackhole victims' addresses and 

declare defeat in order to reduce the amount of time that other datacenter infrastructure components are disrupted. By using 

middleboxes to scrub malicious traffic floods before packets reach end hosts, we aimed to restore focus to the center of this spectrum 

with this paper. Using a filtering data path designed specifically for forwarding speed and fast LPM, we have shown that we can 

forward traffic at speeds greater than 60 Mpps (i.e., 40 Gbps line rate with 64-byte packets) on a consumer-grade 8-core machine 

while submitting each packet to a series of LPM queries in databases, each encompassing several hundred thousand network prefixes 

or host addresses. 
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FIG: USER PROFILE 

 

 
FIG: SECURITY 

 

VIII. CONCLUSION 
Modern DDoS firefighting methods include declaring defeat and blocking victims' addresses via BGP to minimize disruptions. 

Modern DDoS firefighting methods include declaring defeat and blocking victims' addresses via BGP to minimize disruptions. The 

performance of a filtering data path depends on the LPM scheme used. Some popular schemes may not be suitable for blacklisting 

applications with large address datasets due to structural limitations, such as insufficient memory for next hop labeling or specific 

prefixes. 
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