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ABSTRACT 
Objective:  Increasing data processing speed by using Map-reduce concept. Analysis: Map-reduce concept is 

parallel processing, map-reduce takes only less time for task completion. Findings: In existing system , there is an 

complexity in coordinating threads. But in proposed system Apache hadoop's  map-reduce is open source and parallel 

processing, it eliminate shared state completely. Improvement: There is no complexity in the coordination when 

processing large volume of data 

 

1. INTRODUCTION 
Map-reduce is a concept of parallel 

processing, it will take only less time for processing. 
Map -reduce is made along with yarn in hadoop 
version 2.yarn will take care sending corresponding 
processing API to storage unit. Map-reduce consist of 
partitioner and combiner for further processing. Map 
reduce programming model consist of driver code, 
mapper code and reducer code. Apache hive and 
Apache pig tools is writing its own map-reduce by 
using an y-smart tool. 

2. EXISTING SYSTEM 
Multi threading is the main way of doing of 

parallel programming .It will acts according to the 
threads. Major complexity in multithreading is  co- 

ordination between the threads to share data. There is a 
need of semaphores and locks with greater care 
otherwise it results in deadlock. 

3.PROPOSED SYSTEM 
Apache hadoop introduces the concept called 

map-reduce.it will run in parallel manner. It will 
distribute the tasks across multiple nodes. Map reduce 
process will take care by job tracker and task tracker. 
job tracker is master service and task tracker is a slave 
service. Each data node in the hadoop has task tracker 
in it. 
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Fig 1 : Mapper Reducer 
3.1.1 Input split: 
Raw input file is divided into default 64 MB  

input splits as an meta data by the name node. This 
meta data is given as response to the client for storing 
the file in the data node. Every time heartbeat and 
block report send by the data node to name node. 
3.1.2 Record reader: 

This phase resides in between the mapper and 
reducer. mapper can understand only (key, value) 
pairs. Record  reader will convert the text file to key, 
value pairs. At a time record reader can read only one 
line, (key,value) pairs segregated in the form  (byte 
offset, Entire line).Byte offset is indexed of the text 
and value is an entire line. there is no need of external 
coding for record reader, by default it configured 
during installation. 

3.1.3 Map phase: 
Mapper gets  record reader output as an 

input.Input splits given as an input to the  Task tracker 
through job tracker. Input is mapped with an task 
tracker for processing. So number of input splits is 

equal to the number of mapper. Mapper processing the 
(key, value ) pairs and produce and an output also as 
an (key, value ) pairs. Multiple mappers run in parallel 
manner. number of mapper output obtained is equal to 
the number of input splits. 

3.1.4 Reduce phase: 
Reduce phase is also only handle with an 

(key, value) pairs .It consists of shuffling and sorting 
phase. Shuffle phase is responsible for shuffling all 
inputs from mapper and sorting will sort the input.the 
output from the mapper is get and sorted in the 
reducer phase. Reducer output is also in the form of  
(key,valu) pairs. 

3.1.5 Partitioner : 
It is an intermediate Map (key,value) pairs 

output. By default hash partitioner will take of reducer 
phase. Partitioner will be used for dividing the data 
based on user conditions. Total number partitioner is 
equal to total number of reducer. partitioner is an 
optional, programmer can configure the partitioner 
based on the user condition. 
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3.1.6 Combiner: 
It will act as an semi-reducer. It will accept 

the input from the map class and send that to reducer 
class. It will summarize the mapper output records 

with same key. Main usage of combiner will reduce 
 amount of data transfer between mapper and 
reducer. combiner is an optional, programmer  can 
configure the combiner volume of data. 

 
 

Fig 2 : Map –Reduce phase 
3.1.6 Record writer: 
It will get input from reducer and convert that 

from the (key, value ) pairs to text. It is configured also 
by default during installation.  

4.RESULT 
Program has driver code. Driver code  will be 
configured with mapper , reducer, input file format and 
output file directory. 
$hadoop jar testjar Drivercode file.txt  TestOutput  

5. CONCLUSION 
Map-reduce process will give fast processing of data 
when compared to the multi threading concept. For 
Further fast process combiner and partitioner is used, it 
also increase accuracy. it also eliminates shared state 
complexity. Data get shared across the datanode and 
procesing with tasktracker. 
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