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ABSTRACT 
Recent mobile devices adopt high-performance processors to support various functions. As a side effect, higher 

performance inevitably leads to power density increase, eventually resulting in thermal problems. In order to alleviate the 
thermal problems, off-the-shelf mobile devices rely on dynamic voltage-frequency scaling (DVFS)-based dynamic thermal 
management (DTM) schemes. Unfortunately, in the DVFS-based DTM schemes, an excessive number of DTM operations worsen 
not only performance but also power efficiency. In this paper, we propose a temperature-aware DVFS scheme for Android-based 
mobile devices to optimize power or performance depending on the option. We evaluate our scheme in the off-the-shelf mobile 
device. Our evaluation results show that our scheme saves energy consumption by 12.7%, on average, when we use the power 
optimizing option. Our scheme also enhances the performance by 6.3%, on average, by using the performance optimizing 
scheme, still reducing the energy consumption by 6.7%. 

INDEX TERMS -Dynamic thermal management, power management, dynamic volt-age and frequency scaling, 
Smartphone. 

 
I. INTRODUCTION 

EARLIER mobile devices were equipped with relatively 
lower performance microprocessors, due to the limitation of 
size and power. However, with the advance of process 
technology, mobile processor vendors provide multi-core 
processors of small size running at more than 1 GHz 
frequency, which still consumes extremely low power 

compared to desktop processors. Nevertheless, as the 
processor size scales down, the power density of the 
processors increases despite the reduction in total power 
consumption. The increased power density eventually 
increases on-chip temperature, which causes the reliability 
problem including permanent damage on the system in the 
worst case. Though the thermal problems have been 
seriously addressed for the past decade, they are still crucial 



EPRA International Journal of Research and Development (IJRD) |ISSN:2455-7838 (Online) |SJIF Impact Factor: 4.144 
 

                        www.eprajournals.com                                                                                                                Volume: 2| Issue: 1| January 2017 
80 

especially in mobile devices. While desktop and server 
computers have powerful cooling solutions to cool down 
their processors, most mobile devices do not have them due 
to the limited space and power consumption. For instance, 
some of the high-end computer systems utilize liquid 
cooling to alleviate the thermal problems. However, it is not 
feasible to apply liquid cooling to mobile devices - even a 
fan or heat sink is not applied to current mobile devices. 
Thus, it is necessary to resolve the thermal problems with 
software thermal management methods at the OS level. 

One of the widely adopted software thermal management 
techniques is DTM (Dynamic Thermal Management) 
scheme. The DTM schemes of the off-the-shelf smart 
phones monitor temperature from on-chip thermal sensors. 
As soon as the on-chip temperature in-creases up to the 
predefined thermal threshold, voltage and frequency are 
lowered. On the other hand, voltage and frequency are 
raised when the temperature is decreased. Though such 
policy prevents the on-chip temperature from rising above 
the thermal threshold, it also causes frequent scaling of the 
frequency and voltage. Since the power consumption is 
proportional to voltage squared and frequency [2], 
unstabilized voltage and frequency worsen the power 
efficiency1[3], [8]—we formulate this based on Jensen’s 
inequality [20] in Section 3.2.1. 

Motivated by this fact, we propose a temperature-aware 
DVFS (Dynamic Voltage and Frequency Scaling) that saves 
power and enhances performance through frequency 
stabilization. Note that voltage is also stabilized when 
operating with the stabilized frequency. For our 
temperature-aware DVFS, we provide two options: power 
optimizing option and performance optimizing option. 
When the power optimizing option is used, our scheme 
stabilizes the CPU at the lowest frequency that maintains 
performance same as the conventional DTM. On the other 
hand, when performance optimizing option is used, our 
scheme tends to stabilize the CPU at the highest frequency 
that still ensures reliability. To the best of our knowledge, 
our paper is the first academic research to propose, 
implement, and evaluate OS-level thermal management on 
the off-the-shelf mobile device. The evaluation results based 
on real measurements show that our scheme reduces system 
power and enhances performance without violating thermal 
constraints. 

II. RELATED WORK 

Thermal problems have been studied in the various levels 
[10]. From the mechanical side, many efficient cooling 
solutions have been proposed, such as air cooling with a 
faster fan or larger heat sink [5], [14] and liquid cooling [4], 
[9]. These cooling solutions reduce the on-chip temperature  

 

 

without performance degradation. However, mechanical 
cooling system is limitedly adopted, since it has large size 
or nonnegligible power consumption. Thus, there also have 
been many researches on the software thermal management 
techniques. 

For the software thermal management, DVFS is most 
widely used. Hanson et al. investigated and characterized 
the thermal response of the processor to DVFS [6] on a real 
system. They investigated that DVFS has an immediate 
influence on the on-chip temperature. Thus, DVFS can be a 
viable solution for thermal management. Liu et al. proposed 
a design time modeling of DVFS [13] to provide thermal 
optimization, which prevents run-time thermal emergencies 
while optimizing the cooling cost and performance. 
Hanumaiah and Vrudhula proposed the temperature-aware 
DVFS scheme considering the hard real-time applications 
[7]. Their scheme makes use of accurate power and thermal 
models to meet the deadlines of the real-time applications 
while satisfying the temperature constraints. 

In addition to design time thermal management, there 
have also been many studies for run time thermal 
management [1], [11], [12], [17]. Brooks and Martonosi 
proposed a DTM scheme for the high performance 
microprocessors to maintain the reliability with reduced 
cooling cost [1]. Skadron proposed a hybrid DTM that com-
bines fetch gating and dynamic voltage scaling to minimize 
the performance penalty [17]. While most DTM schemes 
rely on on-chip thermal sensors, Lee et al. addressed the 
thermal problem caused by limited number of the thermal 
sensors [11]. In order to overcome the problem, they 
proposed a predictive temperature-aware DVFS scheme that 
predicts the on-chip temperature based on the performance 
counter and simple regression model. Liu et al. also 
proposed a novel task migration strategy using temperature 
prediction technique [12]. 

Shin et al. proposed the collaborative use of mechanical 
cooling solutions and the software thermal management 
[16]. Their evaluation results show that the DVFS scheme 
that considers the cooling cost reduces the energy 
consumption and enhances the reliability at the same time. 
On the other hand, mobile devices mostly rely on the 
software thermal management schemes due to the limitation 
in the size and power budget. Off-the-shelf smartphones 
with Android OS (Operating System) leverage the DVFS-
based DTM schemes for thermal management. However, 
the DTM schemes used in mobile devices degrade 
performance, which also leads to power inefficiency, as 
explained in Section 1. 

In our paper, we propose a temperature-aware DVFS 
scheme to improve performance and power efficiency 
compared to the conventional schemes. 

 
 
 
 
 
 



EPRA International Journal of Research and Development (IJRD) |ISSN:2455-7838 (Online) |SJIF Impact Factor: 4.144 
 

                        www.eprajournals.com                                                                                                                Volume: 2| Issue: 1| January 2017 
81 

 
 

 
Fig. 1. An overview of the proposed temperature-aware 

DVFS scheme to co-optimize the power and performance. 
 
III. TEMPERATURE-AWARE DVFS 

SCHEME 
In Section 3.1, we briefly introduce the overview 

of our proposed DVFS scheme. Then we explain how to 
determine the CPU frequency that co-optimizes the power 
and performance, in Section 3.2. Finally, we describe the 
frequency scaling method and the exit cases in Section 3.3. 

3.1 Scheme Overview 
Fig. 1 depicts our proposed DVFS scheme. At the 

initial state, our scheme monitors the on-chip temperature 
and CPU utilization. While the on-chip temperature remains 
under the predefined thermal threshold, our scheme 
determines the CPU frequency based on the CPU 
utilization. Same as the conventional DVFS scheme, our 
scheme scales the frequency up to the maximum frequency 
when the utilization exceeds utilization threshold (80% is 
used as default). On the other hand, when there is any lower 
frequency that keeps the utilization under the utilization 
threshold, it scales down to the lower frequency.When the 

on-chip temperature increases up to the thermal thresh-old, 
our scheme applies the novel DVFS scheme to co-optimize 
the power and performance. Our scheme determines an 
optimal frequency depending on the optimizing option. We 
refer to this optimal frequency as . 

The  is determined as a relatively 
higher value when the performance optimizing option is 
used, compared to when the power optimizing option is 
used. Once the is determined, our 

scheme scales the CPU frequency to the 
 until it encounters any of the exit cases. 
When our scheme is applied, only a few  

hundred instructions needs to be additionally executed per 

100 ms (for either determining the  or 
scaling the frequency). Note that recent microprocessors 
can execute much more than a million instructions per 100 
ms.accordingly, our scheme brings up negligible 
performance overhead. 

3.2 Frequency Determination Routine  
3.2.1 Power Optimizing Option  

When the power optimizing option is used, our scheme 
minimizes the power consumption, without performance 
degradation com-pared to the conventional DTM scheme. 
Fig. 2 shows an example of the frequency variation with the 
conventional DTM scheme, when the on-chip temperature 
increases up to the thermal threshold during the execution 
of a program that heavily utilizes the CPU. Since the CPU 
is heavily utilized, the conventional DVFS tries to scale the 
frequency to the maximum frequency (1400 MHz). 
However, due to the frequent DTM operation, the frequency 
is repeatedly scaled down to 800 MHz. Thus, the frequency 
is repeatedly changed between 800 MHz and 1400 MHz, as 
shown in Fig. 2. However, as we have briefly mentioned in 
Section 1, the unstabilized frequency, which implies 
unstabilized voltage as well, causes power inefficiency [3], 
[8]. We formulate why frequency and voltage must be 
stabilized to achieve optimal power efficiency as follows. 

 
Power consumption is proportional to voltage squared 
and frequency. 

 
Voltage is proportional to frequency. 

 
By Equations (1) and (2), power consumption is 
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proportional to cubic frequency. 

 
 
( are the frequencies used at different time 

slices) Based on the Jensen’s inequality [20], average of 
frequency cubes is larger than cube of average frequency, 
when the variance of the frequencies is not zero. 
Furthermore, the difference becomes larger as the variance 
increases. When there is no variation in the frequencies, 
both side of the equation has the same value. 

By Equations (3) and (4), average of power 
consumptions in different frequencies is larger than power 
consumption in aver-age frequency. When the variance of 
the frequencies is zero, both side of the equation has the 
same value. 
 

Performance is proportional to frequency. 

∴ From Equations (5) and (6), we confirm that running at 
the average frequency consumes less power compared to 
running at different frequencies, while achieving same 
performance. 

Therefore, we set the  

 
Fig. 3. The procedure to determine the , 

depending on the optimizing option. 

as the average frequency of the conventional DTM scheme, 
to save power. The detailed procedure is described in the 
left side of the dotted box in Fig. 3. When the temperature 
increases up to the thermal threshold, our scheme keeps 
track of the CPU frequency in the frequency-history 
window; 10 Hz and 6 seconds is used for the sampling rate 
and window size, respectively in our experiment.2 Then our 
scheme waits until the frequency-history window is filled. 
In the meantime, the convention-al DTM scheme is used. 
After the frequency-history window is filled, 

 is set as the average of the frequency-history 
window. The  set by this procedure is 
used for the power optimizing option. 

3.2.2 Performance Optimizing Option  
When the performance optimizing option is 

activated, there are some additional steps to configure the 
. The right side of the dotted box in 

Fig. 3 shows these steps. Our scheme starts by running at 
the , which is obtained from the 

power optimizing option.3 While running at the 
, our scheme monitors the on-chip temperature 

during a pre-defined sampling period to check the peak 
temperature. In case the peak temperature is less than 
(thermal threshold-temperature margin), our scheme 

increases the  by 10 MHz; sampling 
period and temperature margin is set as 6 seconds and 2 
degrees for our evaluation, by considering on-chip thermal 
response to the frequency/voltage scaling. (We conducted 
thermal response test to confirm that the on-chip 
temperature does not increase by more than 2 degrees 
within the sampling period, when increasing the frequency 
by 10 MHz) On the other hand, when the temperature is 
same or larger than (thermal threshold-temperature margin), 
our scheme ends the frequency determination routine. 

3.3 Actual Frequency Scaling and Exit 
Cases  

After our scheme determines the , it 
sets the CPU frequency as the until it 
encounters any exit case. The dotted box in Fig. 4 describes 
the execution of our algorithm after determining the

. Though it would be best to scale the CPU 
frequency to exact , it may not be 
possible since mobile devices only support discrete 
frequency levels (in the device used for our evaluation, 
frequency can be scaled as a granularity of 100 MHz). 
Therefore, our scheme utilizes the actual frequency scaling 
routine, described in the upper-part of the dotted box, in Fig. 
4. At first, the frequency-history window is updated every 
100 ms, which is same as in case of the conventional DVFS 
scheme. Then, the frequency scaling routine compares the 
average of recently selected frequencies in the frequency-
history window to the .  

When the average frequency is lower than the 
, the routine scales the frequency to the lowest 

selectable frequency (provided by the hardware) that is 
higher than the . Otherwise, frequency 
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selection routine scales the frequency to the highest select-
able frequency that is same or lower than the 

. Consequently, our frequency selection routine 
alternately scales to two nearest frequencies provided by the 
hardware, in case the  itself is not 
provided by the hardware; for instance, 1100 MHz and 1200 
MHz when the is 1150 MHz. On the 
other hand, our scheme scales to the exact 

when the  is provided by the 
hardware. In our paper, we refer to running with the 
frequency scaling routine as running at the 

. 
While the processor runs at the , 

there are two cases where the processor should not run at 
the , any more. We define the two exit 
cases as follows. 

 Performance demand decreases: When the 

frequency which is lower than the 
keeps CPU utilization under the utilization 

threshold, it is determined that the performance 
demand has decreased. In this case, the frequency 
should be scaled down to save power. 

 On-chip temperature increases4 up to the thermal 
threshold: In this case, the frequency should be 
scaled down for reliability. When our scheme 
encounters an exit case, it exits from the frequency 
scaling routine, consequently going back to the 
initial state. After returning to the initial state, 
frequency is reconfigured by the algorithm 
introduced in the Sections 3.1 and 3.2. In case that 
the performance demand has decreased, the 
frequency scales down to the lowest frequency that 
keeps the CPU utilization under the utilization 
thresh-old. On the other hand, when the 
temperature has increased to the thermal threshold, 
our scheme re-enters the frequency determination 
routine (which is described in Section 3.2) to set 
new . 

 
Fig. 4. The frequency scaling method and the exit 

cases at the . 
IV. EVALUATION 
4.1  Evaluation Methodology 
4.1.1 Experimental Environments  

For our evaluation, we use one of the high-end mobile 
devices, Odroid-Q [21]. Odroid-Q adopts a high-
performance quad-core processor, Exynos 4412 [19], which 
provides the maximum frequency of 1.4 GHz and discrete 
frequency steps in granularity of 100 MHz. The device 
operates with Android ICS (Ice Cream Sandwich) and 
Linux 3.0.15 kernel. The system utilizes ondemand scaling 
governor [15] as the base power management policy 
(DVFS). When the on-chip temperature increases up to the 
thermal threshold, the conventional DTM scheme overrides 
power management policy (ondemand), scaling down the 
frequency to 800 MHz. When the temperature decreases 
under the thermal threshold, ondemand is applied again. 
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We evaluate two different versions of our scheme, (1) 

power optimizing option and (2) performance optimizing 
option, in the perspective of temperature, power and 
performance. In order to evaluate our scheme in the 
perspective of power, we use Power-Monitor [22] that 
keeps the log of system-wide power consumed by the 
device. At the same time, performance is evaluated on a real 
system. Additionally, we gain the thermal information from 
the on-chip thermal sensor, via the kernel message. During 
the evaluation, the ambient temperature was fixed as the 
normal temperature, at 19 degrees—in this paper we use 
Celsius temperature for all the thermal explanation. 

4.1.2  Benchmark  
For the evaluation of our scheme, we use 13 

embedded benchmark programs from the EEMBC [18]. The 
programs are classified into four different types. The 
detailed description of each benchmark program is shown in 
Table 1. As each benchmark program is designed to run on 
a single core, we evaluate eight groups of benchmark 
programs, each composed of four different benchmark 
programs. Note that our target device has a quad-core 
processor. The combination of each group is determined 
arbitrarily to show the evaluation of mixed usage of 
benchmark programs. The detailed information of each 
group is shown in Table 2. With the default configuration of 
each benchmark programs, the execution time varies 
greatly, which makes it hard to evaluate the performance. 
To resolve this problem, we first execute each benchmark 
program on a single core, at the maximum frequency to 
measure the execution time. Note that DTM is not invoked 
in our evaluation environment, when utilizing just one core. 
Then, we adjust the number of iterations for each 
benchmark program so that all the execution times for 
benchmark programs are set as 10 minutes at the maximum 
frequency, when there is no DTM operation. 

 

 

4.2 Experimental Results  
4.2.1 Performance of the Conventional 

DTM  
In this subsection, we describe the DTM rate and 

execution time of the benchmark groups with the 
conventional DTM. Fig. 5 shows the DTM operation rate 
during the execution of each group. DTM operation 
accounts for 21.6% (Group1) to 44.8% (Group8) of the total 
execution time. In general, the groups with more network 
benchmark programs (right side of the figure) have 
relatively higher DTM rate. On the other hand, groups only 
composed of the office and consumer benchmark programs 
have lower DTM rate. With the varying DTM rate, the 
average CPU frequency for each group also varies from 
1270 MHz to 1130 MHz. The average frequency deservedly 
becomes lower as the DTM rate increases. 

 
The increased DTM rate leads to the increased 

execution time of each group. Fig. 6 shows the execution 
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time of the groups—note that we have configured the 
number of iterations so that each benchmark program can 
be completely executed in 10 minutes, when DTM 
operation is not invoked. Since the execution time of the 4 
benchmark programs in each group may differ, we 
investigated two different execution times as follows: (1) 
the average execution time of all the benchmark programs 
in the group and (2) the longest execution time among the 
benchmark programs in the group. However, difference 
between the average and longest execution time is at most 
10 seconds for all the groups. Therefore, we refer to the 
longest execution time as the execution time of the group 
for the rest of this paper. As the execution time is inversely 
proportional to the average frequency, the groups that 
invoke more DTM operations have longer execution time. 
In case of Group8 where DTM rate is as high as 44.8%, the 
execution time is also increased by 156 seconds compared 
to the execution without DTM operation (600 seconds). In 
case of Group1, the execution time is increased by only 78 
seconds due to the lowest DTM rate (21.6%). 

4.2.2 Power Optimizing Option  
In this subsection, we evaluate our proposed scheme 

with the power optimizing option, explained in Section 
3.2.1. Fig. 7 shows the execution time and system-wide 
energy consumption of our scheme, each normalized to that 
of the conventional DTM. As expected, the execution time 
is nearly the same as in the conventional DTM, since the 

power optimizing option sets the as 
the average frequency of the conventional DTM. While 
achieving the similar performance, energy consumption is 
reduced by 12.7%, on average, and 16% in the best case 
(Group8). In general, the energy saving is larger for the 
groups with higher DTM rate. The results can be explained 
by the equations in Section 3.2.1 which describes that larger 
variance of frequencies worsens the power efficiency more 
significantly—note that the variance of frequencies 
becomes larger when the DTM rate becomes larger in the 
conventional DTM since the benchmark programs are 
executed at two different frequencies (normal frequency and 
much lower frequency caused by DTM invocation) for the 
most of the time. Therefore, our scheme saves more energy 
by stabilizing the frequency, for the groups with higher 
DTM rate. 
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In Fig. 7, the energy saving is relatively higher for 

Group2 when considering its lower DTM rate. This can be 
explained by the average frequency of the Group2 (1200 
MHz); different from the average frequencies of the other 
groups, 1200 MHz is directly selectable in our target device. 

Thus, our scheme runs Group2 at the exact 
 without alternately scaling between two nearest 

frequencies—note, though our frequency scaling routine 
provides the sub-optimal power efficiency for other groups, 

it is optimal to scale to the exact . 
Therefore, power saving for Group2 is relatively higher 
compared to groups with similar DTM rate. 

When our scheme is applied with the power optimizing 
option, the on-chip temperature is also expected to decrease 
due to the energy reduction which is similar to average 
power reduction (note, there is no significant difference in 
the execution time). Fig. 8 shows the average temperature 
of each group when the conventional DTM is used and 
when our scheme is used with the power optimizing option. 
The results show that our scheme with power optimizing 

option reduces the on-chip temperature by 8.5 degrees, on 
average, compared to the conventional DTM. Furthermore, 
there is 9.6 degrees of margin between the average on-chip 
temperature of our scheme and the thermal threshold (86 
degree). Not to mention the thermal reliability, the reduced 
temperature also leads to two additional benefits. Firstly, we 
may utilize the temperature margin to enhance the 
performance (which is our performance optimizing option 
explained in Section 4.2.3). Secondly, the reduced 
temperature leads to leakage power reduction, since leakage 
is dependent on temperature. 

4.2.3 Performance Optimizing Option  
In this subsection, we evaluate our proposed scheme 

with the performance optimizing option. Fig. 9 compares 
the average frequency of our scheme and the conventional 
DTM. When our scheme is applied with the performance 
optimizing option, the average frequency is increased by 

, depending on the group. The average 
frequency varies due to the unique thermal characteristics of 
each group. Nevertheless, the frequency is increased for all 
the groups, resulting in performance enhancement. 

Fig. 10 shows the execution time and system-wide 
energy consumption of our scheme with the performance 
optimizing option, each normalized to that of the 
conventional DTM. As the execution time is inversely 
proportional to the average frequency, our scheme reduces 
the execution time by average of 6.3% and maximum of 
10% (Group8). 

In addition to performance enhancement, energy 
consumption is also reduced compared to the conventional 
DTM. The average energy consumption is reduced by 6.7% 
owing to three different reasons: 
(1) Stabilized frequency reduces power consumption 
compared to the unstabilized frequency, (2) Lower on-chip 
temperature reduces the leakage power, and (3) reduced 
execution time leads to lower energy consumption since the 
energy can be calculated as average power multiplied by 
execution time. Group2 and Group3 mostly benefit from the 
first and second reason. Though the execution time is not 
de-creased significantly, there is noticeable energy 
reduction. On the other hand, the other groups mostly save 
energy owing to the reduced execution time. Group6 may be 
the representative example; the average power consumption 
of our scheme with the performance optimizing option and 
the conventional DTM is 5602 mW and 5480 mW, 
respectively. Nevertheless, our scheme with the 
performance optimizing option saves energy by 3%, due to 
the 7% reduction in the execution time. 
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We also investigate the on-chip temperature to confirm 

that our proposed scheme with the performance optimizing 
option does not incur thermal problems. Fig. 11 shows the 
thermal results of our proposed scheme with performance 
optimizing option. The figure indicates that average 
temperature of our proposed scheme is still 4 degrees lower 
than that of the conventional DTM. This result is mostly 
driven by the frequency determination algorithm itself; 

when determining the  for the 
performance optimizing, we stop increasing the frequency 
when the on-chip temperature is 2 degrees away from 
(lower than) the thermal threshold. Consequently, the 
average on-chip temperature is relatively lower com-pared 
to the conventional DTM, where DTM operations are 
invoked after the temperature increases up to the thermal 
threshold. 

In summary, our scheme with the performance 
optimizing option improves the performance (6.3%) and 
energy (6.7%) at the same time compared to the 

conventional DTM. When compared to the power 
optimizing option, our scheme with the performance 
optimizing option enhances the performance by 6%, on 
average, though it consumes 5% more energy, on average. 

 

V. CONCLUSION 

 The conventional DTM schemes used in off-the-
shelf mobile devices monitor the temperature from the on-
chip sensors to maintain thermal reliability. When the 
temperature is increased up to the thermal threshold, the 
schemes invoke DTM operation, which scales down the 
CPU frequency and voltage. However, the use of the 
conventional DTM schemes, results in not only inevitable 
performance degradation, but also power inefficiency. 
Based on the insight that the power efficiency can be 
improved at a stabilized frequency, we propose a 
temperature-aware DVFS scheme to co-optimize the 
performance and power. 

Our scheme provides two different options: (1) the 
power optimizing option that saves energy, and (2) 
performance optimizing option that enhances the 
performance. We implement our scheme on an off-the-shelf 
mobile device to evaluate the scheme based on real 
measurement. While we evaluate the system power instead 
of the processor power, the energy saving is as much as 
12.7% on average without any performance loss, by using 
our scheme with the power optimizing option. By using our 
proposed scheme with the performance optimizing option, 
performance is enhanced by 6.3% while the energy saving 
is still as much as 6.7% on average. In addition, our scheme 
also lowers the on-chip temperature compared to the 
conventional DTM, regardless of the optimizing option. 
Therefore, we believe that our scheme can be a viable 
solution for the mobile devices such as smart phones, where 
performance, power, and the temperature need to be 
considered together. 
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