SELECTION FEATURES TO IMPROVE THE ACCURACY OF K-NEAREST NEIGHBOR
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ABSTRACT

There have been many developments from the kNN method including Local Mean Based, Distance Weight, and Feature Weight. However, most classification methods skip pre-processing step. Pre-processing has a direct effect on the classification results. One pre-processing method is feature selection. Feature selection aims to reduce features that are not relevant to the classification results. Selections of features that are often used are Principal Component Analysis (PCA) and Gain ratio. Testing of several UCI datasets was conducted to determine whether PCA and Gain Ratio method were able to improve the accuracy of the kNN classification. The test results show that feature selection can improve classification performance, that the highest increase in datasets before and after feature selection is 19.15%.

1. INTRODUCTION

There have been many developments from the kNN method, one of which is [1] the Local Mean Based K-Nearest Neighbor (LMKNN) method, where the class determination with the vote majority system is replaced with the local mean system, so that this method can produce a better classification.

One of kNN method is Distance Weight K-Nearest Neighbor (DWKNN) [2]. This method was developed to cover the weaknesses in the soundest systems on conventional kNN, where the system ignores similarities between data. In this DWKNN method, class determination of the new data is based on the class with the highest distance weighting, this method is able to reduce the influence of outliers so as to provide a better classification.

However, of all the classification methods above there is no single method that passes pre-processing. Even though pre-processing is important in data mining. [3] states that data pre-processing is an important main step in the knowledge discovery process, because the data obtained from the log may be incomplete, have outliers / noise and are not consistent.

One step in pre-processing is feature selection. [4] states that feature selection has a direct effect on the classification results. Feature selection is very important in pattern recognition and data analysis. This process aims to select the best features of the initial features and be able to reduce high data dimensions and be able to get out of the problem of curse of dimensionality, so that the classification becomes more accurate [4-8].

There have been many studies on pre-processing before the classification process, including [9], in which the research used the Principal Component Analysis (PCA) method to perform feature selection steps, and then the data was classified using the C4.5 method. This research shows that feature selection with PCA can increase C4.5 classification by 1.2%.

[10] in his study conducted a comparison of Information Gain, Gain Ratio and Information Value in feature selection. Then the data is classified using
the Predictive Approach method. This study showed a better classification than before feature selection. [11,12] proposed a Gain Ratio to reduce the influence of irrelevant features, the results showed that Gain ratios that were used as attribute weighting bases were able to reduce the influence of features that were not relevant to the classification results, so that the performance of the kNN was better.

Based on several studies above, it shows that the feature selection process can improve the performance of classification methods. In this study, PCA and Gain Ratio were considered capable of reducing features that were less relevant. Then the data that has gone through the feature selection process will be made a classification model using kNN and FW-kNN.

2. FEATURE SELECTION

The feature selection process aims to reduce the dimensions of the features in the data. This process is done by selecting features that are relevant to the classification results. Some of the main reasons why feature selection needs to be done are decreasing the learning cost, increasing the learning performance, reducing irrelevant dimensions, reducing redundant dimensions [12].

The feature selection process is expected to reduce the amount of noise and eliminate features that are less relevant so as to improve the performance of the classification process. One method that can be used to view relevant features is PCA and Gain Ratio [9,11].

2.1. PCA

The PCA method is very useful in data that has many characteristics / attributes, PCA calculations are based on eigenvalues and eigenvectors. According to [13], the PCA process, as follows:

Step 1: The covariance of data can be represented in the following equation:

\[
\text{Cov} (x, y) = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \mu_x)(y_i - \mu_y)
\]  

(1)

\(x_i\) and \(y_i\) is the sample mean of the variables \(x\) and \(y\), where \(x_i\) and \(y_i\) are the values of the i-observation of the variables \(x\) and \(y\). From the data which the value is used then obtained covariance \(n \times n\).

Step 2: The eigenvalue of covariance matrix can be represented in the following equation [14]:

Determinant \((\Lambda - \lambda I) = 0\)  

(2)

Step 3: To calculate the size of proportion of Principal Component using the following equation:

\[
\text{Proportion of Principal Component} (\%) = \frac{\text{Eigenvalue} \times 100\%}{\text{Covariant}}
\]  

(3)

Step 4: A square matrix A is said to have an eigenvalue \(\lambda\) with corresponding eigenvector \(x \neq 0\), if

\[
Ax = \lambda x
\]  

(4)

2.2. Gain Ratio

Gain ratio reduce a bias towards multi-valued attributes by taking intrinsic information into account when choosing an attribute [15]. The steps in determining Gain Ratio are as follows:

Step 1: Calculate \(\text{Entropy}\) by using the following equation:

\[
\text{Entropy} (S) = \sum_{i=1}^{n} p_i \times \log_2 p_i
\]  

(5)

Step 2: Calculate \(\text{information gain}\) of each attributes by using the following equation:

\[
\text{Information Gain (S, A)} = \text{Entropy}(S) - \sum_{i=1}^{n} \frac{|S_i|}{|S|} \times \text{Entropy}(S_i)
\]  

(6)

Step 3: Calculate \(\text{Split Information}\) each attributes by using the following equation:

\[
\text{SplitInfo}(D) = \sum_{j=1}^{|D|} \frac{|D_j|}{|D|} \times \log_2 \frac{|D|}{|D_j|}
\]  

(7)

Step 4: Calculate \(\text{Gain Ratio}\) each attributes by using the following equation:

\[
\text{Gain Ratio (A)} = \frac{\text{Gain (A)}}{\text{SplitInfo}(A)}
\]  

(8)

Gain Ratio is found in the C4.5 algorithm, where the gain ratio is used to calculate the effect of features on the target of a data [16]. Gain Ratio is the development of information gain, where the gain ratio removes the bias value of each feature.

3. k-NN

The algorithm is simple and easy to implement. There’s no need to build a model, tune several parameters, or make additional assumptions to solve problems in the case of text categorization, pattern recognition, classification, etc. [17-21]. The algorithm is versatile. It can be used for classification, regression, and search [22-27].

In k-NN classification, the output is a class membership. An object is classified by a plurality vote of its neighbors [28, 29], kNN value is the average of the values of k nearest neighbor. If the value of k is too small, the number of neighbors to be obtained is also too small. This will not only reduce the classification
accuracy, but also enlarge the disturbing of noise data. While the k value is too large, increased noise will cause lower classification performance [30].

K-Nearest Neighbor (kNN) classification method is described as follow [11]:

Step 1: Determine parameter K = number of nearest neighbors.

Step 2: Calculate the distance between the query example and the current example from the data by using Euclidean distance, with the following equation:

\[ D(x, y) = ||x - y||_2 = \sqrt{\sum_{i=1}^{N} (x_i - y_i)^2} \]  

(9)

Step 3: Sort the ordered collection of distances and indices from smallest to largest (in ascending order) by the distances.

Step 4: Pick the first K entries from the sorted collection

Step 5: The majority class is used as a class for test data.

4. **Feature Weight k-Nearest Neighbor (FW-kNN)**

K-Nearest Neighbor (KNN) is a nonparametric learning method and sensitive to distance function due to the inherent sensitivity of irrelevant attributes. So to get overcome such issues then FWKNN modeling applied which based on attribute weighting. FWKNN determines the weight of the attribute by identifying the nearest k-neighbor which reduce inherent irrelevant attributes in measuring the distance [31].

By providing weight to its attributes, FWKNN makes a distinction to the features, meaning the more significant attributes have a higher impact on distance determination [32]. This can reduce error in the classification method. The detail of FWKNN algorithm is as follows:

Step 1: Determine the weight of each feature

Step 2: Determine the value parameter k

Step 3: Calculate the distance using equation (1)

\[ D(x, y) = ||x - y||_2 = \sqrt{\sum_{j=1}^{N} W_j \times (x_j - y_j)^2} \]

Step 4: Sorting of ascending results (sequential order from high to low).

Step 5: Based on the k-nearest neighbor, measure the amount of each class.

Step 6: The majority class is used as a class for test data

5. **PROPOSED METHOD**

This study will perform the selection feature stages in order to obtain information characteristics suitable to the results, so that the quality of the classification techniques used is expected to be improved. Figure 1 shows the phases in this study.

![Figure 1. Classification Process](image)

The phases of this study process can be described based on Figure 1:

- Dataset where the information acquired from the UCI Machine Learning Repository will be used in this study.

- Selection feature, this phase will create selection of characteristics using PCA and Gain Ratio, where irrelevant characteristics on regular kNN are eliminated while the irrelevant feature is given a weight of 0 in FW-kNN. The feature is taken of 0.9 (90 percent) proportional information.

- Use kNN and FW-kNN to create a classification

- Use the 10-Fold Cross Validation method at this stage to evaluate the model.

- Analyzing the performance of the model produced, comparing the accuracy of the kNN technique, FW-kNN with the accuracy results after selecting the feature with the parameter k value 1 to 10.

6. **RESULT AND DISCUSSION**

The research will use multiple datasets from UCI Machine Learning Repositories, including harem, hayes-roth, glass, and water quality, to get a clear picture of the analysis performed. Table 1 shows the information of pre and post selection of the feature.
Table 1 Details of data used

<table>
<thead>
<tr>
<th>No</th>
<th>Dataset</th>
<th>Fitur Type</th>
<th>PCA Gain Ratio</th>
<th>Classification</th>
<th>Total Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Haberman</td>
<td>Original</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>Haberman</td>
<td>PCA</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Glass</td>
<td>Integer, Binomial</td>
<td>9</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>Water Quality Status</td>
<td>Real, Integer</td>
<td>8</td>
<td>7</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1 shows that PCA and GR selection of features generates the same results. Where both of these methods generate the same number of new features, but there is no decrease in the feature selection number of new features of the two techniques for the glass data set.

Figure 2 shows the highest level of accuracy for the original kNN method with kNN that went through the feature selection process (PCA / GR) on the hayes-roth dataset is 12.74 percent, which also occurs in the original kNN and FW-kNN (GR), but FW-kNN (GR) does not experience an increase in kNN (PCA / GR). The maximum increase for FW-kNN (PCA) was 12.91 percent in hayes-roth information.

Overall, the original kNN (PCA / GR) increased by 19.15%, while FW-kNN (GR) increased by 23.58% and kNN (PCA) increased by 20.30%. From all the methods that have passed through the test stage, it can be seen that the selection process can enhance the accuracy of the original kNN method, while the weighting method has proven to be better in the Gain Ratio.

7. CONCLUSION
Based on the findings and discussion in the previous section it can be concluded that:
1. This study shows that the gain ratio in the weighting method is better than the principal component analysis
2. The feature selection process has been shown to be able to enhance the accuracy of the kNN classification method, as shown by the increase in the accuracy of the entire dataset used. The increase in average accuracy for the kNN method with feature selection is 19.15%, while FW-kNN (GR) is 23.58%, and FW-kNN (PCA) is 20.30%
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